
ar
X

iv
:2

41
0.

04
89

2v
1 

 [
m

at
h.

N
T

] 
 7

 O
ct

 2
02

4

TRACES OF PARTITION EISENSTEIN SERIES AND

ALMOST HOLOMORPHIC MODULAR FORMS

KATHRIN BRINGMANN AND BADRI VISHAL PANDEY

Abstract. Recently, Amderberhan, Griffin, Ono, and Singh started the
study of “traces of partition Eisenstein series” and used it to give explicit
formulas for many interesting functions. In this note we determine the pre-
cise spaces in which they lie, find modular completions, and show how they
are related via operators.

1. Introduction and Statement of results

In [1] Amderberhan–Griffin–Ono–Singh introduced the functions

ek (Λτ (s)) :=
∑

ω1,...,ωk∈Λτ (s)
distinct

1

ω1 · · ·ωk

,

for k ∈ N and τ ∈ H, where

Λτ (s) :=
{
ω2|ω|2s : ω ∈ Λτ \ {0}

}
.

Here Λτ := Z+ Zτ . Moreover, let

ek(Λτ (0)) := lim
s→0+

ek(Λτ (s)).

In Theorem 1.1 (1) of [1] it was shown that ek(Λτ (0)) is a weight 2k non-
holomorphic modular form. In this note we make this statement precise and
determine the space in which these lie and how they can be related via oper-
ators. Recall that the lowering operator is defined as, τ = u + iv throughout,

L := −2iv2 ∂
∂τ
. An almost holomorphic modular form f̂ is a function on H that

transforms like a modular form and is a polynomial in 1
v
with holomorphic

coefficients1. The degree of the polynomial is called the depth of f̂ . The holo-

morphic part f of f̂ is called a quasimodular form. Note that the quasimodular
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1See [6, Subsection 5.3] for an exposition on almost holomorphic modular forms.
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form can be obtained from the almost holomorphic modular form by2

f(τ) = lim
τ→−i∞

f̂(τ).

Theorem 1.1. Let k ∈ N.

(1) We have that ek(Λτ (0)) is an almost holomorphic modular form of weight
2k and depth k.

(2) We have e0(Λτ (0)) = 1 and

L (ek(Λτ (0))) =
π

2
ek−1 (Λτ (0)) .

(3) The (modified) generating function

φ(z; τ) := e−
πz2

2v

∑

k≥0

(−1)kek(Λτ(0))z
2k+1

is a Jacobi form of weight −1 and index 1
2
.

Next we look at the Tylor coefficients of a meromorphic Jacobi form (see
Subsection 2.2 for the definition) with torsion divisors. Let φ(z; τ) be a mero-
morphic Jacobi form. The divisor of φ (with respect to τ) is the formal sum

Divτ (φ) :=
∑

w∈C/Λτ

aw · [w],

where aw is the order of φτ (z) := φ(z; τ) at the point w and [w] is treated
as symbol representing the point w (see [10, Chapter II.3] for more details
on divisors). Note that this is a finite sum. A point z = aτ + b ∈ C/Λτ is
a torsion point if a, b ∈ Q. We define the Eisenstein-theta function for the
divisor D = Divτ (φ) as

Gk,D(τ) :=
∑

w∈C/Λτ

awGk,w(τ).

Here for a non-zero torsion point w

Gk,w(τ) := −

[(
1

2πi

∂

∂z

)k

log
(
|ϑ(z; τ)|2

)
]

z=w

,

where the theta function ϑ is defined in equation (2.5). For convention set
G2k,0(τ) := G2k(τ) (see (2.1) for the definition of G2k(τ)) and G2k+1,0(τ) := 0.

2Here τ and τ are considered as independent variables.
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For a partition3 λ ⊢ n, define the n-th partition Eisenstein-theta function for
the divisor D as

GD,λ(τ) := Gm1

1,D(τ)G
m2

2,D(τ) · · ·G
mn

n,D(τ).

The n-th partition Eisenstein-theta trace for D and ψ : P → C, a function on
partition, is defined as

Trn(D,ψ; τ) :=
∑

λ⊢n

ψ(λ)GD,λ(τ). (1.1)

In Theorem 1.4 of [1], it was shown that a meromorphic Jacobi form with
torsion divisors D can be expressed in terms of these partition Eisenstein-theta
traces for D. To state this result for a partition λ = (1m1 , 2m2, . . . , nmn) ⊢ n
we let

ψJ(λ) :=
(−1)ℓ(λ)∏n
j=1mj !j!mj

,

where ℓ(λ) :=
∑n

j=1mj is the length of λ.

Theorem 1.2. ([1, Theorem 1.4]) Suppose that φ(z; τ) is a meromorphic Ja-
cobi form of weight k and index m, and torsion divisor D, and let a be the order
of φ(z; τ) at z = 0. Then there exists a unique weakly holomorphic modular
form fφ of weight4 k + a for which, in a neighborhood around 0,

φ(z; τ) = fφ(τ)
∑

n≥0

Trn(D,ψJ ; τ)(2πiz)
n+a.

We next determine the space in which Trn(D,ψ; τ) lie. For this, for n ∈ N,
we define (using the notation from Theorem 1.2)

T̂rn(D,ψJ ; τ) :=
∑

0≤j≤n
2

(
πm
v

)j

j!
(2πi)n−2j+aTrn−2j(D,ψJ ; τ). (1.2)

Theorem 1.3.

(1) The function T̂rn(D,ψJ ; τ) is a weight n and depth at most ⌊n
2
⌋ almost

holomorphic modular form with

lim
τ→−i∞

T̂rn(D,ψJ ; τ) = (2πi)n+aTrn(D,ψJ ; τ).

3Here and throughout we use λ ⊢ n for (1m1 , 2m2 , · · · , nmn) ⊢ n.
4Note that there is a typo in Theorem 1.4 of [1]: the weight there is k−a instead of k+a.
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(2) We have

T̂r0(D,ψJ ; τ) = (2πi)a, T̂r1(D,ψJ ; τ) = −(2πi)1+aG1,D(τ),

L
(
T̂rn(D,ψJ ; τ)

)
= −πmT̂rn−2(D,ψJ ; τ).

Next, we study the following two sequences of q-series considered by Ra-
manujan in his lost notebook [9, pp 369] (n ∈ N)

U2n(q) =
12n+1 − 32n+1q + 52n+1q3 − 72n+1q6 + 92n+1q10 − · · ·

1− 3q + 5q3 − 7q6 + 9q10 − · · ·
,

V2n(q) =
12n − 52nq − 72nq2 + 112nq5 + 132nq7 − · · ·

1− q − q2 + q5 + q7 − · · ·
.

Ramanujan offered many identities such as (q := e2πiτ )

U0(q) = 1, U2(q) = E2(τ), U4(q) =
1

3

(
5E2

2(τ)− 2E4(τ)
)
,

U6(q) =
1

9

(
35E3

2(τ)− 42E2(τ)E4(τ) + 16E6(τ)
)
, · · · ,

and

V0(q) = 1, V2(q) = E2(τ), V4(q) = 3E2
2(τ)− 2E4(τ),

V6(q) = 15E3
2(τ)− 30E2(τ)E4(τ) + 16E6(τ), · · · ,

where E2k are the normalized Eisenstein series defined in (2.4). Ramanujan fur-
ther claimed that for n ∈ N, U2n and V2n can be written in terms of E2, E4, and
E6. Berndt, Chan, Liu, Yee, and Yesilyurt [3, 4] proved this claim. However,
their result was not explicit. This was recently made explicit in Theorem 1.2 of
[2] by writing U2n and V2n as partition Eisenstein trace. Define ψ1, ψ2 : P → R,
for a partition λ ⊢ n by

ψ1(λ) := 4n(2n+ 1)!
n∏

k=1

1

mk!

(
B2k

2k(2k)!

)mk

,

ψ2(λ) := 4n(2n)!

n∏

k=1

1

mk!

((
4k − 1

)
B2k

2k(2k)!

)mk

.

In [2, Theorem 1.2] it was shown that

U2n(q) = Trn(ψ1; τ), V2n(q) = Trn(ψ2; τ), (1.3)
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where, for any ψ : P → C, we define

Trn(ψ; τ) :=
∑

λ⊢n

ψ(λ)Em1

2 (τ)Em2

4 (τ) · · ·Emn

2n (τ).

Remark. The partition Eisenstein series considered here should not be con-
fused with the beautiful functions of the same name studied by Just and
Schneider [8]. In their work the partition Eisenstein series are defined as lat-
tice sums that are dictated by partitions.

As our next result, we determine the space in which U2n and V2n lie. Define

Û2n(τ) := 2i
∑

0≤j≤n

(−1)n+j π2n−j+1U2n−2j(q)

(2v)jj!(2n− 2j + 1)!
, (1.4)

V̂2n(τ) :=
∑

0≤j≤n

(−1)n+j 3
jπ2n−jV2n−2j(q)

(2v)jj!(2n− 2j)!
. (1.5)

Theorem 1.4.

(1) The functions Û2n and V̂2n are almost holomorphic modular forms of weight
2n and depth n.

(2) We have Û0 = 2πi, V̂0 = 1, and

L
(
Û2n

)
= −

π

2
Û2n−2, L

(
V̂2n

)
= −

3π

2
V̂2n−2.

(3) We have

lim
τ→−i∞

Û2n(τ) =
2(πi)2n+1U2n(q)

(2n+ 1)!
, lim
τ→−i∞

V̂2n(τ) =
(πi)2n

(2n)!
V2n(q).

The paper is organized as follows. In Section 2, we recall some basic facts
about Eisenstein series, Jacobi forms, and Pólya cycle index polynomials. In
Sections 3, 4, and 5, we prove Theorems 1.1, 1.3, and 1.4, respectively.
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2. Preliminaries

2.1. Eisenstein series. The Eisenstein series of weight k are defined as

G2k(τ) := −
B2k

2k
+ 2

∑

n≥1

σ2k−1(n)q
n, (2.1)

where Bℓ denotes the ℓ-th Bernoulli number and σℓ(n) :=
∑

d|n d
ℓ the ℓ-th

divisor sum. For k > 1 the Eisenstein series are modular forms whereas G2

can be completed by adding a simple term. That is defining

Ĝ2(τ) := G2(τ) +
1

4πv
(2.2)

we have for ( a b
c d ) ∈ SL2(Z), for k ≥ 2,

G2k

(
aτ + b

cτ + d

)
= (cτ + d)2kG2k(τ), Ĝ2

(
aτ + b

cτ + d

)
= (cτ + d)2Ĝ2(τ). (2.3)

We also require the normalized Eisenstein series

E2k(τ) := −
2k

B2k
G2k(τ). (2.4)

2.2. Jacobi forms.

Definition 2.1. A holomorphic Jacobi form of weight k and index m (k ∈
N, m ∈ 1

2
N) is a holomorphic function φ : C × H → C which, for all ( a b

c d ) ∈
SL2(Z) and λ, µ ∈ Z, satisfies (ζ := e2πiz):

(1) φ
(

z
cτ+d

; aτ+b
cτ+d

)
= (cτ + d)ke

2πimcz2

cτ+d φ(z; τ),

(2) φ(z + λτ + µ; τ) = (−1)2mµ+λεe−2πim(λ2τ+2λz)φ(z; τ), for some ε ∈ {0, 1}.
(3) The function φ has a Fourier expansion φ(z; τ) =

∑
n≥0,r∈Z c(n, r)q

nζr with

c(n, r) = 0 unless r2 ≤ 4nm.

Moreover, we call a Jacobi form φ meromorphic if together with (1) and (2),
we allow it to have poles in z, and where the expansions in (3) allow for finite
order poles in τ at cusps. In this case k can also be non-positive.

The Jacobi theta function is a Jacobi form of weight 1
2
and index 1

2
(under

a slightly modified definition)

ϑ(z; τ) :=
∑

n∈Z+ 1

2

e2πin(z+
1

2)q
n2

2 . (2.5)
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To be more precise, it satisfies the elliptic transformation (λ, µ ∈ Z)

ϑ(z + λτ + µ; τ) = (−1)λ+µq−
λ2

2 ζ−λϑ(z; τ) (2.6)

and the modular transformation (( a b
c d ) ∈ SL2(Z))

ϑ

(
z

cτ + b
;
aτ + b

cτ + d

)
= ν3η

(
a b
c d

)
(cτ + d)

1

2 e
πicz2

cτ+d ϑ(z; τ). (2.7)

Here νη( a b
c d ) is the multiplier of the Dedekind η-function

η(τ) := q
1

24

∏

n≥1

(1− qn),

i.e.,

η

(
aτ + b

cτ + d

)
= νη

(
a b
c d

)
(cτ + d)

1

2 η(τ). (2.8)

Note that z 7→ ϑ(z; τ) has roots precisely for z ∈ Z+Zτ and these are simple.

2.3. Pólya cycle index polynomials. We require a result for Pólya cycle
index polynomials in the case of symmetric groups that is required to prove
our results; see [11] for more details on cycle index polynomials. Let Sn be the
symmetric group; the set of permutations of the symbols x1, x2, . . . , xn. The
cycle index polynomial for Sn is given by

Z(Sn) :=
∑

λ⊢n

n∏

k=1

1

mk!

(xk
k

)mk

.

Lemma 2.2 (Example 5.2.10 of [11]). We have

∑

n≥0

Z(Sn)w
n = exp

(∑

k≥1

xk
wk

k

)
,

as a formal power series in w.

3. Proof of Theorem 1.1

In this section we prove Theorem 1.1.

Proof of Theorem 1.1.
(1) The modular transformation property follows directly from Theorem 1.1
(1) of [1]. For the readers convenience however we give a complete proof. We
have

ek(Λτ (0)) = lim
s→0+

ek(Λτ (s)).

7



Consider the generating function (see e.g. (3.1) of [1])

φ∗(z; τ) :=
∑

k≥0

(−1)kek(Λτ (0))z
2k+1 = lim

s→0+

∑

k≥0

(−1)kek(Λτ (s))z
2k+1 (3.1)

= lim
s→0+

σs(z; τ) = z exp

(
−Ĝ2(τ)

(2πiz)2

2
−
∑

k≥2

G2k(τ)
(2πiz)2k

(2k)!

)
,

where the last equality comes from [1, equation (3.3)]. Using equation (2.3)
gives that

φ∗

(
z

cτ + d
;
aτ + b

cτ + d

)
= (cτ + d)−1φ∗(z; τ).

Thus we have

∑

k≥1

(−1)kek

(
Λ aτ+b

cτ+d
(0)
)( z

cτ + d

)2k+1

=
1

cτ + d

∑

k≥1

(−1)kek(Λτ (0))z
2k+1.

Comparing coefficients yields that

ek

(
Λ aτ+b

cτ+d
(0)
)
= (cτ + d)2kek (Λτ (0)) ,

which is the claimed transformation law. The claim on the depth follows from
part (2).
(2) The fact that e0(Λτ (0)) = 1 is direct (for example by comparing coefficients
in (3.1)). We next compute, using (3.1),

L(φ∗(z; τ))) = L

(
z exp

(
−
Ĝ2(τ)

2
(2πiz)2 −

∑

k≥2

G2k(τ)

(2k)!
(2πiz)2k

))

= φ∗(z; τ)
−(2πiz)2

2
L
(
Ĝ2(τ)

)
= −

πz2

2
φ∗(z; τ),

using (2.2) and that we have, plugging into (3.1),

L

(
1

v

)
= −1. (3.2)

Thus we have, plugging into (3.1),
∑

k≥0

(−1)kL (ek(Λτ (0))) z
2k+1 = −

π

2

∑

k≥0

(−1)kek(Λτ (0))z
2k+3.

Comparing coefficients gives

L(ek(Λτ (0))) =
π

2
ek−1(Λτ(0)),

8



as claimed.
(3) We use (3.1), (3.2), and then [12, equation (7)] to write

φ(z; τ) = e−
πz2

2v z exp

(
−Ĝ2(τ)

(2πiz)2

2
−
∑

k≥2

G2k(τ)
(2πiz)2k

(2k)!

)

= z exp

(
−G2(τ)

(2πiz)2

2
−
∑

k≥2

G2k(τ)
(2πiz)2k

(2k)!

)
=

ϑ(z; τ)

−2πη3(τ)
. (3.3)

From equation (2.6) we obtain, for λ, µ ∈ Z,

φ(z + λτ + µ; τ) = (−1)λ+µq−
λ2

2 ζ−λφ(z; τ).

Next, using (2.7) and (2.8) gives, for ( a b
c d ) ∈ SL2(Z), we have

φ

(
z

cτ + b
;
aτ + b

cτ + d

)
= (cτ + d)−1e

πicz2

cτ+d φ(z; τ). �

4. Proof of Theorem 1.3

In this section we prove Theorem 1.3.

Proof of Theorem 1.3.
(1) Let φ(z; τ) be a meromorphic Jacobi form of weight k, index m, and torsion
divisorD, and let a be the order of φ(z; τ) at z = 0. Then by Theorem 1.2, there
exist a weight k+a modular form fφ and Eisenstein-theta traces Trn(D,ψJ ; τ)
such that

φ(z; τ) = fφ(τ)
∑

n≥0

Trn(D,ψJ ; τ)(2πiz)
n+a

in a neighbourhood of z = 0. We let

φ∗(z; τ) := e
πmz2

v φ(z; τ). (4.1)

Then, in a neighbourhood of 0, we have

φ∗(z; τ) = fφ(τ)
∑

j≥0

(
πmz2

v

)j

j!

∑

ℓ≥0

Trℓ(D,ψJ ; τ)(2πiz)
ℓ+a

= fφ(τ)
∑

n≥0

zn+a
∑

j,ℓ≥0
n=2j+ℓ

(
πm
v

)j

j!
(2πi)ℓ+aTrℓ(D,ψJ ; τ)

9



= fφ(τ)
∑

n≥0

cn(τ)z
n+a, (4.2)

where

cn(τ) :=
∑

0≤j≤n
2

(
πm
v

)j

j!
(2πi)n−2j+aTrn−2j(D,ψJ ; τ) = T̂rn(D,ψJ ; τ), (4.3)

by definition (1.2).

We next prove modular transformation properties of T̂rn(D,ψJ ; τ). It can be
shown that φ∗(z; τ) satisfies the modular transformation formula of a weight
k and index 0 Jacobi form (see the proof of [5, Proposition 3.1]). We also have
that fφ is a modular form of weight k + a. Thus we obtain from (4.2)

φ∗

(
z

cτ + d
;
aτ + b

cτ + d

)
= fφ

(
aτ + b

cτ + d

)∑

n≥0

cn

(
aτ + b

cτ + d

)(
z

cτ + d

)n+a

= (cτ + d)k+afφ(τ)
∑

n≥0

cn

(
aτ + b

cτ + d

)(
z

cτ + d

)n+a

= (cτ + d)kφ∗(z; τ) = (cτ + d)kfφ(τ)
∑

n≥0

cn(τ)z
n+a.

Thus

cn

(
aτ + b

cτ + d

)
= (cτ + d)ncn(τ).

Using (4.3) this gives

T̂rn

(
D,ψJ ;

aτ + b

cτ + d

)
= cn

(
aτ + b

cτ + d

)
= (cτ+d)ncn(τ) = (cτ+d)nT̂rn (D,ψJ ; τ) .

Since by definition T̂rn, is also a polynomial in 1
v
with holomorphic coefficients

and degree at most ⌊n
2
⌋, T̂rn is an almost holomorphic modular form of weight

n and depth at most ⌊n
2
⌋. By (1.2), we have that

lim
τ→−i∞

T̂rn(D,ψJ ; τ) = (2πi)n+aTrn(D,ψJ ; τ).

This proves (1).
(2) Using (4.3) and the definition of Trn(D,ψJ ; τ) for n = 0, 1, we get

T̂r0 (D,ψJ ; τ) = (2πi)a, T̂r1(D,ψJ ; τ) = −(2πi)1+aG1,D(τ).
10



We next compute the action of the lowering operator on φ∗. We use (4.2),
(4.1), and (3.2) to get

fφ(τ)
∑

n≥0

L (cn(τ)) z
n+a+2 = L (φ∗(z; τ)) = −πmφ∗(z; τ)z2

= −πmfφ(τ)
∑

n≥0

cn(τ)z
n+a+2.

Thus

L (cn(τ)) = −πmcn−2(τ).

Thus for n ≥ 2, we have, using (4.3),

L
(
T̂rn (D,ψJ ; τ)

)
= L(cn(τ)) = −πmcn−2(τ) = −πmT̂rn−2 (D,ψJ ; τ) .

This completes the proof of (2). �

5. Proof of Theorem 1.4

We next construct almost holomorphic modular forms from U2n and V2n.

Proof of Theorem 1.4. We first prove the results on U2n. We use (1.3) to write

U(z; τ) :=
∑

n≥0

(−1)nU2n(q)
(πz)2n+1

(2n+ 1)!

= πz
∑

n≥0

∑

λ⊢n

n∏

k=1

1

mk!

(
B2kE2k(τ)

2k(2k)!

)mk

(2πiz)2n. (5.1)

If we take xk = BkEk(τ)
k!

and w = 2πiz in Lemma 2.2, then we get

∑

n≥0

∑

λ⊢n
λ=(1m1 ,2m2 ,...,nmn)

n∏

k=1

1

mk!

(
BkEk(τ)

k · k!

)mk

(2πiz)n

= exp

(∑

n≥1

B2nE2n(τ)

2n

(2πiz)2n

(2n)!

)
, (5.2)

where we use that E2n+1(τ) = 0. We next also use this fact for the left-hand

side. Note that we have that
∏n

k=1
1

mk !
(BkEk(τ)

k·k!
)mk = 0 if mk 6= 0 for some

11



odd k in the product, and in particular if n is odd. Hence we can write the
left-hand side as

∑

n≥0

∑

λ⊢2n
λ=(10,2m2 ,30,4m4 ,...,(2n)m2n)

n∏

k=1

1

m2k!

(
B2kE2k(τ)

2k(2k)!

)m2k

(2πiz)2n.

We have that λ = (10, 2m2 , 30, 4m4, . . . , (2n)m2n) ⊢ 2n is in one to one corre-
spondence with (1µ1 , 2µ2, . . . , nµn) ⊢ n with µj = m2j , hence the above can be
written as

∑

n≥0

∑

λ⊢n
λ=(1m1 ,2m2 ,...,nmn)

n∏

k=1

1

mk!

(
B2kE2k(τ)

2k(2k)!

)mk

(2πiz)2n. (5.3)

Combining (5.1), (5.2), and (5.3) gives that

U(z; τ) = πz exp

(∑

n≥1

B2nE2n(τ)

2n

(2πiz)2n

(2n)!

)
.

Using (3.3), this equals

ϑ (z; τ)

−2η3(τ)
,

which is shown in the proof of Theorem 1.1 (3) to be a weight −1 and index
1
2
Jacobi form. Next we prove that

U(z; τ) =
1

2i

∑

n≥0

Trn([0], ψJ ; τ)(2πiz)
n+1. (5.4)

Recall that we have G2k,0(τ) = G2k(τ) and G2k+1,0(τ) = 0 by definition. By
(1.1) we have

Tr2n([0], ψJ ; τ) =
∑

λ=(1m1 ,2m2 ,...,(2n)m2n )⊢2n

ψJ (λ)G[0],λ(τ)

=
∑

λ=(1µ1 ,2µ2 ,...,nµn)⊢n

(−G2(τ))
µ1(−G4(τ))

µ1 · · · (−G2n(τ))
µn

∏n
j=1 µj!(2j)!µj

,

where we again use that λ = (10, 2m2 , 30, 4m4, . . . , (2n)m2n) ⊢ 2n is in one to
one correspondence with (1µ1, 2µ2 , . . . , nµn) ⊢ n with µj = m2j . We use (2.4)
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to write this as

∑

λ⊢n

n∏

j=1

(B2jE2j(τ))
mj

(2j)mjmj !(2j)!mj
=

Trn(ψ1; τ)

4n(2n + 1)!
=

U2n(q)

4n(2n+ 1)!
,

where the first equality comes from the definition of Trn(ψ1, τ) and the second
from (1.3). Plugging this back into the definition of U in (5.1) gives (5.4).
Hence we are in the setting of Theorem 1.2 with D = [0], a = 1, and fφ = 1

2i
.

A direct calculation shows that

Û2n(τ) = T̂r2n([0], ψJ ; τ).

By Theorem 1.3 (1), Û2n is a weight 2n and depth at most n almost holomor-
phic modular form satisfying

lim
τ→−i∞

Û2n(τ) = 2i(−1)n
π2n+1U2n(q)

(2n+ 1)!
.

In this case the depth is exactly n as by (1.4) the coefficient of v−n is πn−1iU0(q)
2n−1n!

6=
0 since U0(q) = 1. This proves (1) and (3) for U2n. By Theorem 1.3 (2), we

have that Û0 = 2πi and L(Û2n) = −π
2
Û2n−2 which proves (2) for U2n.

Next we show the results on V2n(q). We use (1.3) to write

V (z; τ) :=
∑

n≥0

(−1)nV2n(q)
(πz)2n

(2n)!
(5.5)

=
∑

n≥0

∑

λ⊢n

n∏

k=1

1

mk!

((
4k − 1

)
B2kE2k(τ)

2k(2k)!

)mk

(2πiz)2n

= exp

(∑

n≥1

(4n − 1)
B2nE2n(τ)

2n

(2πiz)2n

(2n)!

)
=
ϑ (2z; τ)

2ϑ (z; τ)
,

taking xk = (2k−1)BkEk(τ)
k!

and w = 2πiz in Lemma 2.2 and applying a similar
argument as for U2n and using (3.3).

Next we determine the transformation laws for ϑ(2z;τ)
2ϑ(z;τ)

. We start with the

modular transformation. Using (2.7), we have for ( a b
c d ) ∈ SL2(Z)

ϑ
(

2z
cτ+d

; aτ+b
cτ+d

)

2ϑ
(

z
cτ+d

; aτ+b
cτ+d

) = e
3πicz2

cτ+d
ϑ(2z; τ)

2ϑ(z; τ)
.
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Next we consider at the elliptic transformation. Using (2.6), we have for λ, µ ∈
Z

ϑ (2(z + λτ + µ); τ)

2ϑ (z + λτ + µ; τ)
= (−1)λ+µq−

3λ2

2 ζ−3λϑ (2z; τ)

2ϑ (z; τ)
.

So ϑ(2z;τ)
2ϑ(z;τ)

, and hence V (z; τ), is a Jacobi form of weight 0 and index 3
2
. Using

(5.5), we write

V ∗(z; τ) := e
3πz2

2v V (z; τ) =
∑

j≥0

(
3πz2

2v

)j

j!

∑

n≥0

(−1)nV2n(q)
(πz)2n

(2n)!

=
∑

n≥0

V̂2n(τ)z
2n, (5.6)

where the last equality follows from definition (1.5). It can be shown that
V ∗(z; τ) satisfies the modular transforms like a weight 0 and index 0 Jacobi
form (see the proof of [5, Proposition 3.1]). Using (5.6) with this gives

∑

n≥0

V̂2n

(
aτ + b

cτ + d

)(
z

cτ + d

)2n

= V ∗

(
z

cτ + d
;
aτ + b

cτ + d

)
= V ∗(z; τ)

=
∑

n≥0

V̂2n(τ)z
2n.

Comparing the (2n)-th coefficient gives that

V̂2n

(
aτ + b

cτ + d

)
= (cτ + d)2nV̂2n(τ).

Also by definition V̂2n(τ) is a polynomial in 1
v
with holomorphic coefficients and

degree n. This is true because the term corresponding to v−n is 3nπnV0(q)
2nn!

6= 0

since V0(q) = 1. Hence V̂2n is an almost holomorphic modular form of weight
2n and depth n. This proves part (1) for V . To prove part (2) for V , first note

that by definition V̂0 = 1. We use (3.2) to get

L (V ∗(z; τ)) = L
(
e

3πz2

2v V (z; τ)
)
= −

3π

2
z2e

3πz2

2v V (z; τ) = −
3π

2
z2V ∗(z; τ).

Combining this with (5.6) then gives

∑

n≥0

L
(
V̂2n(τ)

)
z2n = −

3π

2

∑

n≥0

V̂2n(τ)z
2n+2.

14



Comparing the (2n)-th coefficient gives part (2) for V . Part (3) for V follows

by taking the limit τ → i∞ in the definition of V̂2n. �
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